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Abstract

Stimulated-echo spectroscopy has recently been applied to study the ultra-slow dynamics of nuclear spin-3/2 probes such as ’Li
and °Be in solids. Apart from the dominant first-order quadrupolar interaction in the present article also the impact of the ho-
monuclear dipolar interactions is considered in a simple way: the time evolution of a dipole coupled pair of spins with 7 =3/2 is
calculated in an approximation, which takes into account that the satellite transitions usually do not overlap. Explicit analytical
expressions describing various aspects of a coupled quadrupolar pair subjected to a Jeener—Broekaert pulse sequence are derived.
Extensions to larger spin systems are also briefly discussed. These results are compared with experimental data on a single-crystalline

Li ion conductor.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction

Stimulated-echo spectroscopy is a powerful method
to unravel details of the slow dynamical processes in
organic as well as in inorganic solids. Spin-1/2 and spin-
1 nuclei have long been used for this purpose, see, e.g.
[1]. But with a few exceptions [2] spin-3/2 nuclei gov-
erned by first-order quadrupolar shifts have only re-
cently been considered in this context [3,4]. Here the
Jeener—Broekaert sequence [5] was applied to °Be and
"Li species in metallic glasses, ferroelectrics, and ion
conductors [6,7]. For °Be it is a good approximation to
consider that the quadrupolar interactions dominate the
systematic time evolution of the spin system. However,
"Li has a much larger gyromagnetic ratio and the di-
polar interactions are typically 7-8 times stronger than
for °Be. Consequently, for static samples it turned out to
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be possible to generate pure quadrupolar °Be spin-
alignment states, while for "Li this could not be achieved
so far for isotopically undiluted samples [8]. A pure
quadrupolar spin-alignment state in a solid is associated
with a symmetrically split spectrum devoid of any cen-
tral features. The appearance of the latter in ’Li stim-
ulated-echo spectra was ascribed to the impact of
homonuclear dipolar interactions [§].

A detailed description of a spin-3/2 system in the
presence of dipolar interactions is not available at
present. However, a more quantitative understanding of
the systematic time evolution is needed for a more de-
tailed interpretation of the spectroscopy of the slow Li
ion hopping using the stimulated-echo technique. It is
the goal of this work to contribute to a more quantita-
tive theoretical description of the homonuclear dipolar
interactions between ’Li-spins. In the experimental part
of present article we focus on the effect of these inter-
actions on spectra and on two-time correlation func-
tions. However, our results may also be important when
studying higher-order correlation functions in Li ion
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conductors, a subject that was recently addressed using
molecular dynamics simulations [9].

Homonuclear dipolar interactions were also found to
be an important feature in some ion conductors in which
the "Li probes predominantly evolve under the action of
transferred hyperfine fields [10]. Here the dipolar inter-
actions were reported to lead to unwanted cross-peaks
in two-dimensional exchange spectra [11]. However,
using rapid sample spinning the adverse effect of the
dipolar interactions among the 7Li spins could be sup-
pressed. The time evolution of homo- and heteronuclear
couplings among spins / > 3/2 in rotating solids, par-
ticularly that under the action of a dominant second-
order quadrupolar Hamiltonian, has been the subject of
numerous investigations, e.g. [12]. Although the ther-
modynamics of dipolar coupled many-body systems
were extensively dealt with [13] the explicit time evolu-
tion of the much simpler case of a pair of dipolar cou-
pled 3/2 spins, subject to first-order quadrupolar
perturbations, to our knowledge was not treated, so far.
For spin-1/2 pairs the corresponding problem is of
course solved, see, e.g. [14], and this is also true for spin-
1 nuclei [15-19], here referring to static (non-rotating)
samples.

It is therefore the main purpose of the present article
to give a simple, mostly analytic description of a dipolar
coupling between a pair of ’Li-spins systematically
evolving under a stronger secular quadrupolar Hamil-
tonian. To start with we diagonalize the corresponding
Hamilton operator. Then we focus the discussion on a
reduced Hamiltonian in which only elements involving
the central transitions are retained. This simple ap-
proximation is motivated by the fact that in a crystal
with a complex structure or in an amorphous solid the
satellite transitions of adjacent 'Li spins may be ex-
pected to differ energetically. Then within the product
operator formalism the time evolution for a Jeener—
Broekaert type of experiment is calculated. Heteronu-
clear dipole and chemical shift interactions are not
considered in these computations since the Jeener—Bro-
ekaert echo should refocus them.

To test some aspects of these calculations and as
part of our program devoted to the investigation of
solid-state electrolytes [7,8], we studied single crystals
of B-eucryptite (LiAlSiO4). This quasi-one-dimensional
Lit ion conductor was extensively studied in the
past by 7Li-NMR, mostly focusing on spin-lattice re-
laxation times and absorption spectra [20-23]. From
rotation patterns the maximum separation of the
quadrupolar satellites was found to be about 130 kHz
[24] and the width of the central line ranged from
about 4 to 6 kHz [25]. Various other methods including
X-ray [26] and neutron diffraction [27-30], as well as
impedance spectroscopy on single crystals [31-33] and
on polycrystalline samples [34,35] were applied to this
aluminosilicate.

At high temperatures B-eucryptite exhibits a stuffed
hexagonal high-quartz (B-SiO,) structure which on the
average corresponds to the space group P6,22. At
T = 755K which is larger than the highest temperature
studied in this article an order—disorder transition in-
volving the Li ions takes place. Otherwise the structure
is made up from helically connected SiO4 and AlO4
tetrahedra. This arrangement gives rise to two struc-
turally distinguishable channels along the ¢ axis in which
the charge compensating Li*™ ions are located. In each
channel 3 magnetically inequivalent sites exist, which are
all coordinated by 4 oxygen atoms. The ionic motion
within each channel is fast as compared to the inter-
channel dynamics. Consequently the electrical conduc-
tivity is strongly anisotropic. Interestingly this is also
true for the thermal expansion: while along the c-di-
rection the linear expansion coefficient is negative, those
perpendicular to the c-axis are positive. The resulting
negative thermal volume expansion coefficient is the
basis for numerous technological applications [36].

This paper is organized as follows. First, we derive the
energy level diagram for a pair of dipolar coupled spin-3/
2 and for the case of coupling among magnetically in-
equivalent spins give the diagonal part of the density
matrix that can be generated using two pulses that are
out of phase. Considering the Jeener—Broekaert sequence
on the basis of these computations we evaluate (i) the
dependence on the acquisition time or the corresponding
spectra (Section 2.1) and (ii) the dependence on the
mixing time in the echo variant of the experiment (Sec-
tion 2.2). Then in Section 2.3 we consider generalizations
of our approach to spin-triples and powder averages.
These calculations form the basis for the interpretation
of the experimental results of the ion conductor B-eu-
cryptite that we present in Section 3. In turn we deal with
the spectra (Section 3.1), the dependence on the evolu-
tion time (Section 3.2), and the dependence on the mixing
time (Section 3.3) using the spin-alignment or Jeener—
Broekaert echo. Finally, in Section 4 we discuss the
temperature dependence of the time constants derived
from these experiments and conclude in Section 5.

2. Spin-alignment of coupled "Li pairs

To prepare for the discussion of dipolar coupled spin-
3/2 nuclei evolving under the quadrupolar interaction we
will first consider an isolated spin i in a large Zeeman field

A ) ) ()

We use the normalized spherical tensor operators 7}&3 ,
see, e.g. [37]. The first-order Hamiltonian in the rotating
frame

1) = 22 G100 104 1)) = wpT), @
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can be employed to generate a pure spin-alignment state
Ty by a cycle of two properly phased RF pulses [38]. A
possible phase cycle employing X- and Y-pulses is
shown in Table 1. During the evolution time #, sepa-
rating the two pulses with flip angles ¢, and ¢, the
alignment state acquires an amplitude modulation
which can be expressed by a factor sin(wgt,) with

woi = %58(3 cos? 03 —1— 5" sin® 08 cos 2¢g)) and 58 =

%"‘159 for I =3/2. Here the symbols have their usual
meaning. After a mixing time f,, a third pulse can be
used to generate a two-time autocorrelation function.
The Jeener—Broekaert sequence used for this study can
thus be described by X, —t,—Y,o—tm—X,3—1p-acquisition.

The flip angles ¢; =90°, ¢, =45° and ¢@; =45°
maximize the alignment signal [4]

S (1 tmy 1) = % sin(wg;(0)z,) sin(wg; (fm)1), (3)

which via
. . 1
sin(wpt,) sin(wet) = 3 [cos(wot, — wot)

— cos(wot, + wot)], (4)
can be decomposed into an echo-part showing up for
t =t, and a transient (or anti-echo) part. The Fourier
spectrum with respect to the detection time ¢ thus gives a
pair of lines at £wy;.

Next we will turn to incorporate also the homonu-

clear dipole coupling which yields the laboratory frame
operator

D = B+ B+ T ®
Chemical shift interactions are not included in this ex-
pression (i) because they are quite small for the appli-
cation we have in mind ("Li-NMR) and (ii) because they
will be refocused by the Jeener—Broekaert sequence that
we use as a basis for the computations and experiments
in this article. At the lowest fields used in this study
second-order quadrupolar effects should be of the order

U)z
of (5+2)% =27 x0.13;8% kHz ~ 21 x 48Hz [39]

12 oL 36,000
and therefore considerably smaller than the dipolar and
first-order quadrupolar interactions. These are of the

Table 1

A 32-fold phase cycle can be obtained by combining the phases of
pulses with flip angles ¢; and ¢, given in the table with the detection
pulses +X, =X, +Y, and -Y

No. o 0N Receiver
1 +X +Y -
2 -X +Y +
3 +X -Y +
4 -X -Y -
5 +Y +X +
6 -Y +X -
7 +Y -X -
8 -Y -X +

The resulting cycle was assumed as the basis for the computations
and used in the experimental implementation.

order of 5 and 130kHz, respectively. Therefore in the
present article no second-order quadrupolar effects will
be considered.

Below, the operators appearing in Eq. (5) will be
expressed using the tensor product T,(’m> T, l(’,,), = T,(m') ® 1,0,
also including the unity operator 7g. This means that in
addition to the Zeeman term

B = o YT + o T ©
and the quadrupolar term

B = o1 + o Y 0
the homonuclear dipolar interaction

i P R i

) = o QIT —S (I + 1) o I, (8)
for a spin pair (i, j) will be considered. In the latter ex-

pression the coupling frequency

2
i o, 71

o’ :—ﬁhgi(?)cosz@,»j—l), 9)

appears. The total operator of the system is then ob-

tained by summing over all spin pairs. However, as a

simple approach here we will focus on just a pair of

spins to obtain insight into the problem by analytical

Y (ir)) (L)) (i)
H, H 0 H,

M=+3

Fig. 1. Schematic representation of the energy level diagram of a di-
polar coupled spin-3/2 pair resulting from the diagonalization of
f{gg)\m,»,mj) = Ey|m;,m;), ie., Eq. (10). Here m; and m; denote the
quantum numbers of spins i and j, respectively. The various contri-
butions to the Hamiltonian l:ll(d’g’) = ﬁéi‘j) +I:Ig‘j) +I:lg‘j) are those
summarized in Eq. (5). The energies E), are shown for the possible
values of the total magnetic quantum number M = m; + m; that runs
from -3 to +3. The level spacing shown corresponds roughly to

w(L’) = wy) and wg; = 2wp; = 10wp.
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Table 2
Energies E), obtained from the solution of Eq. (10)
i L I
+3 43w, + o +3w,+2/2
+2 20, + 2w, + 4/2
20, + f_, 2w, — 4/2
+1 +wr + 7 “+wr + A/2
+o, + 7, +op —A4/2
+o, + 7, +wp — (2 —wp)/2
0 [ +X/2
&1 +Z/2
0y —2/2+3wp/2
&1 —2/2—5(,0[)/2
-1 —wr + 7Y —w, +4)/2
—wr + 7, 7(01‘74‘/2
-, + 7, —w, — (2 —wp)/2
-2 72(011“1’[3“ 72wL+A/2
=20, + B, —2w, — 4/2
-3 —3wp + o 3w, +2/2

Analytical expressions for the coefficients o through ¢ are given in
Eq. (11). The order in which these coefficients appear in this table
corresponds to the order of levels used in Fig. 1.

calculations. The energy levels E), resulting from the
diagonalization of the Hamiltonian given by Eq. (5)

72\/5(00

- i
H i, my) = Eyg|m;, my) (10)
1:1(1.‘/):1:1(!‘/‘)+1:1('J)
ro o D
[Z+9wp 0 0 0 0 0 0 0
0 A+3wp 0 0 —3wp 0 0 0
0 0 A-3wp, O 0 -2V3wp 0 0
0 0 0 X—9wp 0 0 —3wp 0
0 —3wp 0 0 —A+3wp O 0 0
0 0 -2V3wp O 0 —T+wp 0 0
0 0 0 —3wp 0 0 0
1 0 0 0 0 0 0 0 -
2] o0 0 0 0 0 —2V3wp 0 0
0 0 0 0 0 0 —4wp 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
L o 0 0 0 0 0 0 0
with M = m;+m; and M =3,2,1,0,—-1,-2,-3 is

sketched in Fig. 1 for w? = wE’) and a partlcular choice

of dipolar and quadrupolar precession frequencies. The
energies E,;, compiled in Table 2, involve the following
abbreviations:

gy 20
2 27

\/ A+ 903, 3wp

R
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i)

1 1
W= (ko + 4k cos (5 (2nk +arccos (

k=0,1,2,

with ky = —X — Swp,
k= (2202 — 20p2 + A + wgwg;)’
by = (doop — 2) (31wl — 20p% — 247 + wgioy;),
(11)

I
b= 5(—30p = VE — 12052 +4503),

1
&y = E(*7(DD + \/22 — 4CUDZ + 13(1)%)),

Wlth 2 = Q)Qi + COQj

and 4 = Wo;i — Wy;.

With the selection rule AM = £1 the transition fre-
quencies as given by the energy level diagram thus
defined (see also Fig. 1) are wg 4 nwp withn = 0, +1, £3.

The dipolar and the quadrupolar contributions to the
rotating frame operator

0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0
—2v3wp 0 0 0 0 0 0 0

0 0 0 0 0 0

0 0 —2v3wp 0 0 0 0 0
—A-3wp 0 0 0 0 0 0 0

0 0 0 —3wp 0 0 0

0 0 0 0 -2v3wp 0 0

0 0 0 —A+3wp 0 0 —3wp 0

0 —3wp 0 0 X—9wp O 0 0

0 0 —2V3wyp 0 0 A4-3wp O 0

0 0 0 —3wp 0 0  A+3wp O

0 0 0 0 0 0 0 X490

(12)

here represented in the product basis |m;,m;) of the
Zeeman eigenstates do not commute with one another.
This is due to the fact that the overall quadrupolar
alignment state implicit in Eq. (7) is not 1nvar1ant under
the flip-flop term[*l + 1 I+ x T T(’ + T T(’ of the
dipolar Hamlltoman Eq. (8) Thls can be remedled by
treating the dipolar interaction in a particular fashion,
i.e., by setting wp = 0, except for those matrix elements
involving the central levels of the energy scheme de-
picted in Fig. 2. These elements are specifically marked
in Eq. (12). The resulting approximate Hamiltonian will
be denoted as
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>0 0 0 0 0 0
0400 0 0 0
00 40 0 0 0
000 X 0 0 0
000 0 —4 0 0
0000 0 -X+twp 0
0000 0 0 —X-awp
i L]0 0 0 0 0 0 0
w =200 0 0 0 0 0 0
0000 0 0 —4ap
0000 0 0 0
0000 0 0 0
0000 0 0 0
0000 0 0 0
0000 0 0 0
(000 0 0 0 0 0

Since the only non-vanishing off-diagonal elements are
(=3 -+ +3,— ) = (+h - A b+ = —don
this matrix can easily be transformed into diagonal
form yielding the eigenvalues given in the third col-
umn of Table 2. The resulting level scheme is thus
similar to the one depicted in Fig. 1.

The approximation implicit in ﬁég{? appears well
justified if the quadrupolar frequencies are sufficiently
different, so that the flip-flop processes which involve the
outer levels become suppressed since they would violate
energy conservation. Due to the strong distance depen-
dence implicit in Eq. (9) a difference in the quadrupolar
frequencies means that neighboring and possibly next-
neighboring sites should not be magnetically equivalent.
This criterion is automatically, practically always ful-
filled in amorphous materials. It is obviously not valid
for crystals in general, but it applies to B-eucryptite, i.e.,
for the one dimensional conductor studied in the ex-
perimental part of this work. In B-eucryptite the mini-

3
m, =+— l
5 — - o
Qi
ah-+w@
m =+—
2 ——
wL
1
m, =——
2 —
3 a&-—aky
m, =—— ——
2

|
Lo oo

S oo oo oo o
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0 0 0 0 0 0 0 0]
0 0 0 0 0 0 0 O
0 0 0 0 0 0 0 O
0 0 0 0 0 0 0 O
0 0 0 0 0 0 0 O
0 0 0 0 0 0 0 O
0 —4wp 0 0 0 0 0 O
0 0 0 0 0 0 0 O
-4 0 0 0 0 0 0 O (13)
0 —2—-owp 0 0 0 0 0 O
0 0 —24+wp, 0 0 0 0 O
0 0 0 -4 0 0 0 0
0 0 0 0 2 0 0 O
0 0 0 0 0 4 0 O
0 0 0 0 0 0 4 0
0 0 0 0 0 0 0 2]

mum distance between two adjacent, magnetically
inequivalent Li ions is about 3.73 A and the smallest
separation between magnetically equivalent sites within
each channel is three time larger [26].

Since [I:Iﬁ;f,),lilg"’ =0, the overall quadrupolar
alignment state is invariant under the approximate
Hamiltonian. Therefore, during the mixing time this
state is well suited to store the amplitude modulation
acquired by the dipolar coupled quadrupolar spin pair
in the course of the evolution period. Starting from the
initial density matrix, p(0) = Tl((')) 7‘0%) + T()((’)) Tf{)), the ap-
plication of RF pulses is easily computed via the rotat-
ing frame operator which, e.g., for an X-pulse reads
131,5”') = wi (i,é” @T 0%) + f&? ® jx(/))_ Employing the phase
cycle referred to in the previous section, immediately
after the second pulse we obtain a density matrix p(#)
which contains diagonal and off-diagonal elements. The
latter correspond to multiple quantum (MQ) coherences

T

= 3
a)Qi l m, =+—
......... T S ﬁ J 2

w; + a)Qj
1
m o=+—
—— 2

a)L

1
m,=——
— 2
w; — a)Qi 3
m; =——
—— ! 2

Fig. 2. Energy level scheme of two isolated spins with 7 = 3/2. The bars are meant to indicate the dipolar broadening of the levels by a width I.
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that will dephase in the subsequent mixing time. The
diagonal part of p(#,) can be decomposed into the fol-
lowing structure:

Pdia(tp) = enTioTio + coaTooTao + c20Ta0Too + c13Tio T
+C31T30T10+C22T20T20+C33T30T307 (14)

where the indices i and j have been dropped. Thus only
terms with even L = /; + [; and m; = m; = 0 appear. As
an aside we remark that a sequence of two RF pulses
which are in phase yield a density matrix with diagonal
elements which can be written as a linear combination of
terms with odd L. Analytical expressions for all coeffi-
cients ¢;;, = c;,,(¢,), which contain the encoding by the
quadrupolar and the dipolar frequencies are given else-
where [40].

Starting from Eq. (14) we may ask whether relaxation
effects will give rise to additional terms. Following
the treatment of [37,41,42] it is easy to see that quad-
rupolar relaxation does not lead to the appearance of
contributions not already contained in that equation.
Quadrupolar relaxation merely rescales the amplitudes
of the individual product operators appearing in that
expression.

2.1. Spectra

By Fourier transforming the ¢;,;,(¢,) coefficients with
respect to #, we can obtain the corresponding spectra
Cij(w). These are associated with the tensor products
T, oTz/o for given values of coupling frequencies. If /; and
[, are both even then no central components are present,
but of course a central component is present when both
are odd, cf. Fig. 3.

Each of the seven terms appearing in Eq. (14) com-
mutes with Hép{) The signal appearing after the appli-
cation of the third pulse can therefore be computed in a
straightforward manner from that equation. The result
can written as a sum of 9 terms

S;iij) (tpa tm, t) = au)Qi Sin(wat) + a“’Q/ Sin(ijt)

+ @30, SIN(30pt) + by, SiN ((% - in) t)
+ Doy, SN ((@ - a)Qj> t)

+ D30y, SIN <<— - a)Q,> t>

+ D30, SIN ( ( - coQ]») t)

+ b5sz sin < —_— + le> t

+b5wwsin(( > +wQ])) (15)

The amplitude modulation of the signal written out in
Eq. (15) is given by the @ and b terms which depend on

o ~A— J\F VeV

C02 J/\ Y

CZO JN Y

-120 -60 0 60 120
~v, (kHz)

Fig. 3. Spectra C;;(w) associated with the tensor products f},of" 7,0 ap-
pearing in Eq. (14) for the following parameters: wg; = 2n x 100 kHz,
wg; = 2n x 60kHz and wp = 21 x 1 kHz. The peaks at a frequency o’
are shown as Lorentzian lines o I'/(4(w — o')* + I'*) with the dipolar
broadening parameterized by I' = 21 x 1.4kHz. The different spectra
are shown for the same intensity-scale except for Cy, and C,y which are
divided by a factor of 10.

the evolution time #,. Consequently they can in turn be
written as hnear combinations of the coefficients ¢,
€.8., oy = 55 (4f ¢ + 3¢22). Fourier transformation of
the a(t,) and b(t,) functions with respect to #, yields the
associated spectra A(w) and B(w) which in general
contain 9 pairs of lines at wy;, *wy;, £3wp, etc. Some
examples are shown in Fig. 4. For all terms containing
quadrupolar modulations, the peaks at the quadrupolar
frequencies dominate. On the other hand, the coefficient

1 . . Wp
A3y = 30,480 {292 sin(3wpt,) + 3 [ — 5sin ((7
- in) tp) — 5sin (( ij)tp)
+ 22sin ( (3% wQ,~> tp>
+225sin ( (3% wQ,> rp>
5
+ 17sin <<% + le>tp>
. S(UD
+17sm<<2+wgl>tp)}}, (16)
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A x4

3o,

— NN

-120 -60 0 60 120

v—v_(kHz)

Fig. 4. Spectra A(w) and B(w) corresponding to the a and b coefficients
appearing in Eq. (15). The parameters shown for the graphical rep-
resentation are the same as used for Fig. 3 except for wp which was
chosen to be 21 x 2kHz. The use of larger still wp would only shift the
dipolar peaks further away from the associated quadrupolar peaks or
from the central part of the spectrum. This would lead to a multiplet
appearance of the spectrum. Such a discrete splitting structure is then
of course a consequence of the use of a unique dipolar coupling fre-
quency wp. In a realistic situation there will be a distribution of cou-
plings giving rise to a continuous dipolar broadening.

or the corresponding spectrum gives by far the largest
contribution to the “central” feature, cf. Fig. 4.
According to Eq. (15) the stimulated-echo spectra for
a given f, are made up of a suitable superposition of the
sub-spectra presented in Fig. 4. In Fig. 5 we show two
spectra for a particular choice of quadrupolar and di-
polar frequencies. The evolution times were chosen (a)
small #, = 12pus and (b) such that for wp/2n = 1kHz
the coefficient a3, is maximum. The maximum shows
up at a time #, ~ 100 ps (see also Fig. 6B) which is
somewhat longer than corresponding to the first term in
Eq. (16) alone. The coefficient a3, is maximum for
3wpt, = /2 or t, =~ 83 ps. In Fig. 5A it is seen that for
small evolution times practically no central component
appears and that all contributions exhibit the same
phase. Fig. 5B reveals that the magnitude of the central
line can become quite sizeable when compared to that
of the satellite intensities. Furthermore, it should be
noted that in powdered samples the quadrupolar in-
tensity is spread across the entire range spanned by the
coupling constant(s) while the central contributions all
appear, and thus add up, close to the center of the

v-v_(kHz)

Fig. 5. Spin-alignment spectra /() as calculated using Eq. (15) (A) for
t,=10ps and (B) for £, =100pus. For the parameters
wg; =21 x 100kHz, wp; =2n x 60kHz, and wp = 2n x 1kHz used
in this plot, as,p reaches its maximum at an evolution time of about
100 ps.

frequency range. Another interesting feature is that
while the satellites all share the same almost absorp-
tive line shape, that of the central line looks purely
dispersive.

If we assume wp < wg;, wp;, which will be a rea-
sonable approximation for many experimental cases,
then the corresponding echo spectrum contains a cen-
tral doublet. In the presence of a sufficient degree of
line broadening, this doublet in fact may appear as a
central /ine. Under the same conditions all other lines
will be at or close to +wg; and +wyp;. Furthermore, in
this limit all the time dependences of the a and b
modulation factors will have the same general form as
the sine functions at which they appear in Eq. (15) as
pre-factors but with ¢ replaced by #,. For example, the
coefficients b,,, will be approximately proportional to

Wp

sin (4 — wo)tp)-
2.2. Echo signals

By inserting into Eq. (15) the explicit expressions for
the a(t,) and b(z,) coeflicients one obtains a sum of
products of the form sin wi#, sin w,¢. Analogous to the
arguments presented above this product may be
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1.0 T T T T T T T T

0.0

o

o

¥}
1

a3,pSiN(3wpty)
o
2
I

0.00 T .
0 50 100 150 200
evolution time tp (us)

Fig. 6. (A) The total echo signal Séi")(tp,tm,tp) as a function of ¢, is
represented by the solid line. It was computed according to Eq. (15)
for #, — 0 and with the parameters used in Fig. 5. (B) The purely
dipolar contribution a3, sin(3t,wp) as given by the third term of
Eq. (15) is represented as solid line. The dashed-dotted and the
dashed lines represent powder averages as calculated using Egs. (21)
and (22) for variances ¢ =2 x 20kHz and 27n x 50kHz, respec-
tively.

decomposed into echo- and transient (anti-echo)-con-
tributions. Different from the case of isolated spins the
“mixed” terms such as

—sin ( n—-- wQ) tp) sin(wopt)

(
ST CA ()

—%(cos((—n%-ﬁ-wg)fp"'w@)) (17)

yield an  echo 3

for 1= (1-ng2)p  with
n=+5+3, -3 For wp< wy this and all other
combinations of modulation factors appearing in Eq.
(15) reduce to the conventional echo condition
t~t,. It should be pointed out that taken together
the cross terms, i.e., those involving the spins i and
j#1i do not give rise to an echo. By consequently
collecting all auto-correlation terms the total Jeener—
Broekaert echo signal for the dipolar coupled spin-3/
2 pair evolving under the approximated Hamilto-
nian, Eq. (13), is given by

83" (tps s 1)

~ % sin (gi(0)1,) sin(wgi(im)ty)

9 . .
+4—0sm(cug,«(mrp)sm(cugj(rm)rp)
5120 sin(3cwp(0)tp) sin(3wp (tm)?,)

—sm((a;D ©:) (0,

—sm((%— Q,) O)tp> sin

3wp
+@Sl ( T COQ, O)tp)

X sin <<% - a)Qf) (tm)tp

9 Wp
+@Sl ((T_ng (O)tp>

. Sw
X sin ((TD—HUQJ-) (tm)tp>. (18)
Thus the terms evolVing predominantly under wy; give
rise to a pre-factor —+ >+ o+ 120 =55 as is to be ex-

pected from a comparlson with the result for isolated
spins, Eq. (3). The same pre-factor stems of course from
terms which involve wy; so that the relative weight of the
purely dipolar contribution

SNty tims 1) = sin(3wp(0)t,) sin(3wp (tm)t,)  (19)

5120

to the echo is only 3; /18 ~ 1.6%.

Depending on the time interval(s) that are varied
experimentally there are several ways to use the Jeener—
Broekaert signal S< (tp,tm,t) to obtain information
about the coupled quddrupolar spin pair. The depen-
dence on the detection time ¢ for fixed #, and #, yields
one-dimensional spectra as discussed above, cf. Fig. 5.
An additional systematic variation of the evolution time
t, forms the basis for the acquisition of two-dimensional
spectra, a perspective that will not be pursued further in
the present article.

Regarding the echo variant (¢ = f;,) of this experiment
one can record the signal either as a function of the
mixing time ¢, for a chosen ¢, or, alternatively, as a
function of ¢, for selected (usually very short) f,. The
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former echo experiment has been applied using a num-
ber of different probe nuclei for monitoring molecular,
ionic, or atomic exchange processes [1] while the latter is
useful for unraveling motional geometries [43] or for the
separation of dipolar and quadrupolar contributions to
the echo signal [8].

In Fig. 6 we present the calculated echo signals for
variable ¢, in conjunction with #, — 0. In frame (a) the
full echo signal according to Eq. (15) is shown. The
modulation in the signal is due to the presence of
the quadrupolar frequencies, chosen as wg; = 2w X
100kHz and wp; = 2rn x 60 kHz. The overall decay of
the signal reflects the destructive interference of the
various terms appearing in Eq. (15). The difference in
the frequencies of these terms arises from the dipolar
interaction. For the representation in Fig. 6A we
have chosen wp =2n x 1 kHz. These results may be
compared with the purely dipolar contribution shown
in Fig. 6B. The built-up of the latter signal, as
calculated using the third term in Eq. (15), cf. also Eq.
(19), is slower as compared to the one seen in frame
(a). This reflects the fact that the quadrupolar
frequencies are assumed to be much larger than the
dipolar one.

2.3. Spin triples and powder averages

The above computations only refer to pairs of spins.
To obtain some insight into how the situation might
change for larger spin systems, as a first step we have
performed simulations for three quadrupolar spins that
are mutually dipolarly coupled. Another way of con-
sidering the presence of a larger number of spins is to
compute powder averages. This is done within the spin-
pair approximation, further below.

The approx1mat10n leading to the simplified Hamil-
tonian Hépp, Eq. (13), can be extended to three spins
(i, j, k). As the analytical calculations turned out to be
cumbersome for this case, a simulation within the
GAMMA [44] environment was performed. The quadru-
polar frequencies of the three nuclei were chosen 20 kHz
apart in order to avoid flip-flop transitions between the
outer energy levels. The matrix elements of Hﬁ” ©) were
calculated by setting up a full Hamilton matrix consid-
ering quadrupolar and dipolar interactions as well as a
second “reduced” matrix taking into account quadru-
polar interactions, only. In a second step the matrix el-
ements governing the flip-flop transitions between the
inner energy levels were extracted from the full matrix
and inserted into the “reduced” one. The matrix ele-
ments relevant for the flip-flop transitions are those
between energy levels characterized by spin quantum
numbers m, = +£4 (with o =i, ,k). The non-vanishing
off- d1agonal elements for o« =i are of the form

i»j k) (i,),) 1
<ml7 27+ |Ha 17+7 77> <mla+2a 2|Ha | mi, —z,

+1)=—4wp and analogously with m; and m as the
passive spin.

We generated the spectra C;(w) associated with the
tensor products 7"1,-0T1,07A"1,(0 by taking the density matrix
p(tp) after the second RF pulse as a function of ¢,
forming the trace with the relevant 3-spin product op-
erators, and performing a Fourier transformation with
respect to f,. Analogous to the 2-spin system, only
product operators T,oTl oleo with even I; + [; + I} con-
tribute to p(#,) when applymg two out-of- phase pulses.
The frequencies that occur are somewhat different from
those calculated for the spin pair: while on the basis of
Eq. (15) the modulation frequencies wp + nwp with
n=0,—1% -3, and +3 occur, for the spin triple n = 0, —3,
and —&—% can be inferred from plots of the spectra (not
shown). For the central line, the dipolar interaction
gives rise to a frequency of +6wp for the 3-spin system
instead of +3wp for the 2-spin system.

From simulations using the full 3-spin Hamiltonian
the central frequencies of +6wp are confirmed. How-
ever, for the satellite frequencies we find wgp + nwp with
n=0,12 +4, +6, i.e., with integer n similar to the full
2-spin system. From these computations we conjecture
that for an N-spin system the central frequencies appear
at +3(N — 1)wp and that n<3(N — 1). This was con-
firmed from simulations of the full Hamiltonian also for
N =4

In the following we will discuss the evolution time
dependence of the echo intensity. Simulations using
the approximate 3-spin approach revealed that the ¢,
dependences of the total echo signal and that of the
purely dipolar contributions look similar to the ones
presented in Fig. 6 (not shown). In detail, of course,
the modulation pattern appears somewhat different.

The overall behavior is more clearly seen if one
considers more and more additional modulation fre-
quencies. This idea is most easily implemented by taking
a powder average of Eq. (15). Using this equation we
have computed (S (t,, 1, ,)) as well as the contribu-
tion of the third term in this equation for fixed ¢, — 0
and variable #, by employing a simple Gaussian distri-
bution of quadrupolar frequencies. If the variance in the
frequencies w is denoted o then one has to evaluate in-
tegrals of the type

(sin[ ("2 0)]) = [ o (- 12)
csin [("22.4.0)] do
=exp ( - %02[f,> sin (ngtp) )
(20)

For the third term of Eq. (15) this simple averaging
procedure yields
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(21)

{292 sin(3wpt,)

To compare the computations directly with the ones
shown in Fig. 6 we set wp=2nx1kHz and
g = 2n x 20kHz as well as 2r x 50kHz. For all cases
the build-up of the signal for small evolution times is
proportional to the square of #,. Depending on ¢, the
damping of the already relatively small terms in the
square brackets is practically complete after about 10—
15 us. Similarly the treatment of the other terms in Eq.
(15) gives results that can be written as a sum of a
contribution Sy which does not depend on ¢ and other
contributions which do. Since, as a function of ¢, these
latter contributions are quickly damped away, here we
focus again on the first contribution which is

1
Soltn) = 35-5gg (7319 +4320¢1 + 1098¢; + 2160cy

+2160cs + 1125¢5 + 342cs — 292¢15).  (22)

Here we used the abbreviation ¢, = cos(nwpt,/2). In the
limit wp — 0 or #, — 0 this expression gives S, — 9/20,
as it should. The solid line in Fig. 6 reflects Eq. (22)
again with wp = 2 x 1 kHz. While these averages nicely
illustrate the overall behavior of the simple two-spin
model one should also bear in mind that the averaging
procedure itself is somewhat particular: in our compu-
tation it is implicitly assumed that the two quadrupolar
and the dipolar frequencies are statistically independent
from one another. This may not be the case in practice.

3. Stimulated-echo spectroscopy of B-eucryptite

The "Li NMR experiments were conducted at 46 and
127 MHz using a home-built spectrometer. Typical /2
pulse lengths were in the range from 1.6 to 4 us and al-
lowed for a non-selective excitation of the entire spec-
trum. All spectra shown in this article were obtained by
taking the Fourier transform of the measured signal
starting from the relevant Jeener—Broekaert echo or
solid-echo maximum. Spin-lattice relaxation times
were measured using the inversion recovery solid-echo
technique.

The B-eucryptite single crystals used in this study
were grown from a LiF/AlF; flux. The synthesis and the
detailed growth procedures have been described in [45].
For some experiments the crystals were aligned with the
crystallographic ¢ axis oriented perpendicular to the

external magnetic field. First we will focus on experi-
ments carried out at 127 MHz.

3.1. Spectra

For the measurements shown in Fig. 7 the crystal was
rotated within the coil until the absorption lines were
relatively well separated from one another. In that figure
we compare a solid-echo spectrum with one recorded
using the Jeener—Broekaert sequence. Both spectra ex-
hibit six quadrupole-shifted pairs of lines as expected on
the basis of the crystal structure. It is evident that the
relative weight of the integrated satellite intensity of the
spin-alignment spectrum is much larger than it is for
the solid-echo spectrum. But, similar to what was
observed previously for powdered Li ion conductors [8],
the central line is still clearly visible in the spin-align-
ment spectrum. In accord with the calculations carried
out in the previous section, this signals the presence of
significant homonuclear interactions among the ’Li
nuclei. The full widths at half maximum of the central
and of the satellite peaks are 4.5+ 0.6kHz and these
widths agree within experimental error. For tempera-
tures at and below ambient in a previous study the
widths of the central line were reported to be between
4.5 and 6kHz, depending on the orientation of the
crystal relative to the magnetic field [25]. This dipolar
line width roughly agrees with estimates for a finite
linear chain of 7Li-spins separated by 3.7 A [25].

3.2. Dependence on the evolution time

The fraction of the integrated quadrupolar intensity
relative to the total spectral intensity depends on the

B-eucryptite

B 208 K

v-v (kHz)

Fig. 7. (A) Solid-echo spectrum of a single crystal of B-eucryptite. The
pulse delay was set to 20 ps. (B) Spin-alignment spectrum recorded
with 7, = 12 pus and £, = 10 ms. Both spectra were taken at 127 MHz.
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evolution time ¢, since each satellite contribution to the
Jeener—Broekaert spectrum at a frequency wy is expected
to be modulated by |sinwyty|. This has been demon-
strated previously for Be, another spin-3/2 probe that
can be excited non-selectively in the solid state [8]. The
expectation regarding the harmonic modulation can be
tested for B-eucryptite by measuring the 7Li spin-align-
ment spectra and thus the intensities of the satellite
peaks as a function of #,. Some experimentally deter-
mined intensities are shown in Fig. 8. They were ob-
tained by fitting a superposition of Gaussian functions
to the experimental spectra. At least the behavior of the
outer satellites is compatible with a |sinwit,| depen-
dence which is indicated by the solid lines. Here +wy
was taken from the positions of the peaks evident from
Fig. 7. Furthermore, the lines plotted in Fig. 8 were left-
shifted by 4 ps, thus taking into account the evolution
during the RF pulses on a phenomenological basis. For
the inner satellites the agreement is less satisfactory ei-
ther because the absolute intensities are smaller or, due
to interference with the adjacent lines, the quadrupolar
frequencies could not reliably be determined.

However, it is clear from Fig. 8 that also the outer
lines fail to follow a strict |sinwyt,| dependence for
longer t,. This can qualitatively be understood with
reference to Eq. (15). There one recognizes that several

wo

0
3

intensity (arb. units)

5 0 5 10 15 20 25 30 35 40
evolution time tp (us)

Fig. 8. Satellite intensities of B-eucryptite as a function of the evolution
time for a fixed, short mixing time #,, = 50 ps. The solid lines represent
a |sin wytp| dependence with w; given by the quadrupolar frequencies
apparent from Fig. 7. To account for the finite pulse length the lines
are left-shifted by 4 ps.

discrete frequencies close to wp appear which span a
range Awp = |-3 — (+3)|wp = 4wp given by the devi-
ation from the dominant quadrupolar modulation fre-
quency. Thus a dipolar coupling of wp = 2n x 1 kHz in
the representation of Fig. 8 will lead to a dephasing on a
time scale of about t=1/(Awp)=1/4x2nx1
kHz) =40 ps. It is clear that the consideration of cou-
pled "Li pairs presents an oversimplification with respect
to the situation in B-eucryptite. Nevertheless it may be
helpful to rationalize the relatively rapid damping of the
oscillations seen in Fig. 8 in the presence of dipolar
couplings.

In Fig. 9 the central and the integrated satellite inten-
sities for B-eucryptite are plotted in a large range of ef-
fective evolution times #p cff = #, + 4 us. Thus in addition
to the nominal times the evolution of the spin system
during the RF pulses is approximately taken into account.
The integrated satellite intensity is more or less fully de-
veloped already at the smallest accessible evolution times,
as expected on the basis of their large coupling constants
[4]. The central intensity, on the other hand, smoothly
evolves, reaches a maximum only near 100 ps and then
decays. In a properly scaled representation of the data
(not shown) one can see that the transversal decays of the
central and of the satellite contributions proceed on the
same time scale. Thus the evolution of the echo intensity
qualitatively agrees with that shown in Fig. 6.

The type of information thus obtained from Fig. 9 is
similar to that extracted from stimulated-echo mea-
surements using polycrystalline samples [8]. From Eq.
(18) it is clear that dipolar and quadrupolar contribu-
tions are both contained in the echo signal. Therefore, in
our previous study we have detected the “‘central”
components by recording the intensity of the pedestal
rather than that of the echo. Dipolar and quadrupolar
contributions can then only be separated by a subtrac-
tion procedure. In this respect experiments using single
crystals facilitate a simpler separation.

T T
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B-eucryptite o o t =50us
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Fig. 9. Evolution time dependent integrated intensity of the central line
and of the satellites for a mixing time of #, = 50 us. The data are right-
shifted by 4 ps.
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3.3. Dependence on the mixing time

To detect slow processes one may vary the mixing
times systematically. We have recorded spin-alignment
spectra for fixed evolution times as a function of #,. In
Fig. 10, we present the mixing-time dependent intensities
of the central and of the satellite peaks acquired at
T = 380K. It is seen that within a factor of two all sa-
tellite peaks decay on the same time scale. The central
peak decays somewhat faster. For comparison purposes
we also include the mixing time dependence of the echo
signal recorded under otherwise identical conditions. It
is seen that the echo signal decays to zero. It can be
described by a stretched exponential function

Sy (tm) = M exp|—(tm/11)"], (23)

with an amplitude M, a time constant 7; = 0.057 s, and a
stretching exponent f3; = 0.54.

If the echo decay is due to Li* ion exchange processes
then one would expect that a plateau value of Z = 1/N
is reached if there exist N = 6 magnetically inequivalent,
equally populated sites or, in other terms, if six equi-
librium quadrupole-perturbed frequency pairs +w; are
present. We have seen that for the coupled pair addi-
tional frequencies exist, see, e.g., Eq. (15), which could
reduce Z to a value smaller than 1/N. Beyond the spin
pair-approximation one may thus expect that Z is the
closer to zero the more spins are effectively coupled. We
do not believe that the complete decay of the echo
function is due to that of the longitudinal states used to
store the information during the mixing time. Such a
decay will certainly be governed by Tip, the spin-re-
laxation time associated with the decay of quadrupolar
spin order. Except for specially selected crystal orien-
tations 7T1p and the spin-lattice relaxation time 77 are

Ty T T s R
10 fo—omo @ &  » = OkHz 4
_ S °\°®\c\@ > > o 8
® LI 2 s 17
S 08f XN B g v 24 h
g CER s 31
o N x 42
& 06F N, A
= B-eucryptite A § Toedhe
> o4r \% .
B T=380K o
c =
g o2 o0 f\ S T
£ | P us \i\
- n
0.0 F IR
1 wul vl 1 ul e
10° 10 10° 107 10" 10° 10’

mixing time t_(s)

Fig. 10. Spin-alignment decay of B-eucryptite. The symbols represent
the normalized intensities of the central line and of the satellites as a
function of the mixing time for a fixed evolution time of 7, = 20 us. The
connected dots show the decay of the echo intensity. The measure-
ments were taken at 127 MHz.

expected to be very similar [19]. In B-eucryptite 77 is
between 8 and 10s at 7 ~ 380K, depending on the
orientation of the sample. However, from measurements
carried out at several crystal orientations it is found that
neither 77 [24] nor the significantly faster alignment
decay show a significant orientation dependence see also
Fig. 12, below.

To unambiguously interpret the data shown in
Fig. 10 in terms of ionic exchange one would expect a
transfer of intensity among the peaks corresponding to
connected Li™ sites. Since at the evolution time relevant
for Fig. 10 the initial (4, — 0) intensities are not all
equally large (cf. Fig. 8), this implies that one or more
peaks should become stronger with increasing mixing
time. This was not observed.

Before discussing these issues further let us note that
similar results were obtained for other evolution times at
T = 380 K. Additional spin-alignment echo decays were
recorded for lower temperatures and, up to this point,
employing a Larmor frequency of 127 MHz. To inves-
tigate also higher temperatures a probe tuned to 46 MHz
was available. Due to the limited sample space available
in that probe only small single crystals could be used.
Their exact orientation was not recorded and only echo
experiments were carried out.

Spin-alignment echo decays at various temperatures
are shown in Fig. 11 together with fits using a two-step
function characterized by the amplitudes M, and M,
according to

S,(t,) (arb. units)

B-eucryptite

10° 10° 10°

mixing time t_(s)

Fig. 11. Mixing time dependent spin-alignment echo decays recorded
at 46 MHz. For the sake of clarity the data acquired at 373K were
shifted downwards by 0.5, those at 423, 443 K, etc., upwards by 0.25,
0.5, etc. For the measurements the evolution time was set to 10 ps. The
lines are fits using Eq. (24).
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Fig. 12. Spin-alignment echo decay times (full symbols) and spin-lat-
tice relaxation times (open symbols) measured for two different Lar-
mor frequencies. For 127 MHz the different symbols correspond to
different unspecified orientations of the crystal. The solid lines corre-
spond to thermally activated behaviors with energy barriers of 0.27 eV
(lower temperatures) and 0.94¢V (higher temperatures).

Sy(tm) = My exp|—(tm/71)""] + My exp[—(tm/12)™].  (24)

Here the time constants 7; and 7, describe the decay at
longer and at shorter times, respectively. The decay at
longer times proceeds almost exponentially. The faster
decay is thermally activated and stretched with
B, = 0.65 % 0.1. The relative weight of the faster decay
decreases almost linearly for 373K < T < 623K.

4. Discussion

The time constants from fits to the data presented in
Fig. 11 are shown in Fig. 12. Also included in this plot
are fits to the spin-alignment decays monitored at
127 MHz and from our measurements of the spin-lattice
relaxation times of B-eucryptite. These data were re-
corded for two Larmor frequencies and for differently
oriented crystals, but the results coincide within experi-
mental error. The same is true for the time constants t;
and 1, employed to describe the decay of the spin-
alignment echoes. These coincidences preclude a clear-
cut separation of decays due to ionic hopping processes
from those that potentially can arise from longitudinal
spin-relaxation processes. In our previous study of other
Li ion conductors the latter could clearly be recognized
from their dependence on the Larmor frequency [8].

The temperature dependence of the time constant 1,
of the spin-alignment decay is similar to that of 77, at
least for T < 350 K. However, the short-time constant 1,
showing up for 7 > 350K exhibits a more pronounced
temperature dependence. The fast-time decays shown in
Fig. 11 proceed on a time scale which are not much
longer than the evolution time of 10pus and in a time
regime in which also spin—spin relaxation could take
place. A priori it is of course not clear whether a dipo-

larly induced violation of coherence pathways leads to
the observation of 75 effects. Such effects would be
eliminated by the phase cycle employed in the present
work if the dipolar interactions could be neglected.
However, the fact that the time constants describing the
fast-time decays are in line with the much longer time
constants appearing at much lower temperatures makes
an interpretation in terms of 7 effects rather unlikely. In
this context we should note that for other crystalline Li™
ion conductors we have found that the transversal decay
observed using Jeener—Broekaert spectroscopy is com-
plete within less than a few ms [8]. Additionally we
found that the decay times show a well-defined and
smooth evolution according to an Arrhenius law over a
dynamic range of more than three decades including
decay times much smaller than 1 ms [8].

The solid lines in Fig. 12 represent thermally acti-
vated behaviors according to 7,5 o exp[E 2/ (kgT)] with
energy barriers E; = (0.27 £0.03)eV (lower tempera-
tures) and E; = (0.94 +0.10) eV (higher temperatures).
Thus E, is slightly larger than the energy barrier of
about 0.8 eV as measured using spin-lattice relaxometry,
see, e.g. [21], and conductivity spectroscopy, see, e.g.
[31]. The numerical value of the energy barrier £ agrees
with that inferred from the temperature dependence of
the width of the central line of B-eucryptite [25]. In this
context it may be interesting to note that from a recent
density functional calculation of this crystal it has been
reported that the energy barrier for uncorrelated Li™
hopping (somewhat larger than 0.8eV) is considerably
larger than the energy barrier for correlated Li™ motions
(about 0.3eV per ion) [29]. From diffuse neutron scat-
tering of B-eucryptite it has been inferred that 1943 Li*™
ions participate in this correlated motion [28], so that
the total energy barrier for this process is much larger
than for the uncorrelated motion. The fact that we
observe the energy barrier per ion suggests that the spin-
alignment experiment acts predominantly as a single-
particle probe of the dynamics.

5. Conclusions

To summarize, in this article we have treated the
evolution of spin-3/2 nuclei in solid-like environments
taking into account quadrupolar and dipolar interac-
tions. The latter was done in a simple approximation
focusing mostly on spin pairs and in particular on the
flip-flop term which connects the central transitions of
the two coupled nuclei. At first glance, the consideration
of spin pairs may appear somewhat artificial unless one
considers specific molecules (for >H pairs, see, e.g. [46])
or, in connection with spin-3/2 systems, one first em-
ploys a 6-quantum filter [47].

The simple approach adopted in the present article
reveals several interesting results. Most important is the
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theoretical finding that in the spin-alignment spectra of
coupled “Li nuclei a central component will show up.
Also we have found that the apparent phase of this
component can differ from that of the satellite contri-
butions. Simulations have shown that these results are
not significantly altered for the case of spin triples. The
relative amplitudes of the pure quadrupolar, of the pure
dipolar, and of the mixed contributions to the align-
ment-echo amplitudes were discussed for cases applica-
ble to single crystals and powders. We also briefly
discussed relaxation effects. The evolution time depen-
dence of the calculated echo signal demonstrates, how
the dipolar and the quadrupolar contributions can ef-
fectively be separated by a suitable choice of ¢,.

For the experimental part of this work we investi-
gated single crystals of B-eucryptite, mostly using the
stimulated-echo sequence. In the corresponding spectra
a central line appears albeit with an intensity which is
much smaller than in the solid-echo spectra. Differences
in the time scales governing the build-up and the decay
of the central and satellite lines were demonstrated via a
systematic variation of the evolution time #,. As a
function of the mixing time #, the two types of lines
exhibit similar decay times with the central line vanish-
ing slightly faster than the satellites typically do. This
finding is consistent with the notion that the purely di-
polar (i.e., central) decay is governed by the hopping of
at least two Lit ions, see also Fig. 10 in [8]. The two-
particle processes should always be somewhat faster
than the ones which are dominated by single-ion jumps.

Finally, from temperature dependent measurements
as a function of the mixing time we were able to map out
energy barriers that are consistent with those for the
uncorrelated Li™ hopping as well as for the correlated
Lit motions. At higher temperatures a two-step be-
havior was found for the decay of the stimulated echo.
While its short-time decay could unambiguously be as-
signed to the Li" ion hopping, we discussed several in-
terpretations for the slower one.
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